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1. Introduction

Let p be an odd prime. The results in this paper concern the units of the infinite

extension of Qp generated by all p-power roots of unity. Let

Φn = Qp

(
µpn+1

)
where µpn+1 denote the pn+1-th roots of 1. Let ℘n be the maximal ideal of the ring of

integers of Φn and let Un be the units congruent to 1 modulo ℘n. Let ζn be a fixed

primitive pn+1-th root of unity such that ζpn = ζn−1 ∀n ≥ 1. Put πn = ζn − 1. Thus πn
is a local parameter for Φn. Let

Gn = Gal
(
Φn/Qp

)
.

Kummer already exploited the obvious fact that every u0 ∈ U0 can be written in the

form

u0 = f0(π0)

where f0(T ) is some power series in Zp[[T ]]. Here of course, the power series f0(T ) is

not uniquely determined. Let

U∞ = lim
←
Un

the inverse limit being with respect to norm maps. Coates and Wiles ( see [3] )

discovered that any unit u = (un) ∈ U∞ has a unique power series fu(T ) in Zp[[T ]]

with fu(πn) = un. The uniqueness of such a power series is obvious by Weierstrass

Preparation Theorem, but the existence is in no way obvious. They worked with the

formal group of height one attached to an elliptic curve with complex multiplication

at an ordinary prime, but their ideas apply to any Lubin-Tate group defined over Zp.
Almost immediately, Coleman [4] gave a totally different proof of the existence of the

fu(T ), which holds for all Lubin-Tate groups. We refer to such a power series as a Cole-

man power series. In this paper we adopt the same approach as [3]. We first prove the
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following result which is stronger than the original one in [3].

Theorem 1. Given u ∈ U∞, there exists a unique power series fu(T ) ∈ R such that

fu(ζn − 1) = un ∀n ≥ 0.

Let

Φ∞ = Qp

(
µp∞

)
, G∞ = Gal

(
Φ∞/Qp

)
.

We define the Iwasawa algebra G∞ by

Λ
(
G∞
)

= lim
←

Zp
[
G∞/H

]
,

where H runs over the open subgroups of G∞. Each Un is a Zp-module because it is pro-

p, and so also is U∞. Thus U∞ is a compact Zp-module on which G∞ act continuously.

We can therefore extend this action to an action of the whole Iwasawa algebra Λ
(
G∞
)
.

Let Tp(µ) be given by

Tp(µ) = lim
←
µpn+1

where the inverse limit is with respect to the p-power maps or the norm maps

(these are the same on µpn+1 ) in the tower Φn ( n = 0, 1, 2, . . .). Hence Tp(µ) is a free

Zp-module of rank 1 with generator (ζn).

In section 3, we define a canonical G∞-homomorphism

l∞ : U∞ −→ Λ
(
G∞
)

which is of fundamental importance in the Iwasawa theory of the Φn (where

n = 0, 1, 2, . . . ). A second aim of the present paper is to show that the original method

of Coates and Wiles can also be used to give a short proof of the following result of

Coleman [4], [5].

Theorem 2. There is an exact sequence of Λ
(
G∞
)
-modules

0 −→ Tp(µ) −→ U∞
l∞−→ Λ

(
G∞
) r∞−→ Tp(µ) −→ 0.

For the definition of r∞, see section 3. Coleman’s proof ([4], [5]) of Theorem 2 is rather

elaborate, especially his determination of the cokernel of l∞. In addition, there is in-

terest in giving a different and simple proof because of the importance of the result in

the Iwasawa theory of cyclotomic fields. Indeed, the proof of the first part of the “main
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conjecture” on cyclotomic fields is the precise determination of the image under l∞ of

the submodule of U∞ given by the cyclotomic units. This gives by far the simplest proof

of a celebrated theorem of Iwasawa [8].

Notation.

We fix the following notation. We write

ψ : G∞
∼−→ Z×p

for the cyclotomic character, which is defined by

ζσ = ζψ(σ) ∀σ ∈ G∞, ∀ ζ ∈ µp∞ .

Since Z×p = µp−1 × (1 + pZp), we have the corresponding decomposition under the

isomorphism ψ

G∞ = ∆× Γ,

where ∆ is cyclic of order p − 1 and Γ is isomorphic to Zp. Clearly, Γ = Gal
(
Φ∞/Φ0

)
and ∆ is isomorphic to Gal

(
Φ0/Qp

)
under restriction.

Let χ be the restriction of ψ to ∆, so that χ generates the group of characters of ∆.

Write ei for the orthogonal idempotent of χi in Zp[∆], i.e.

ei =
1

p− 1

∑
σ∈∆

χi(σ)σ−1.

If A is any Zp[∆]-module, we denote by A(i) = eiA the submodule of A on which ∆

acts via χi. Then we have the decomposition

A =
⊕

A(i).

Let R be the ring of formal power series in an indeterminate T with coefficient in Zp.
We fix a topological generator γ0 of Γ so that

Λ(Γ) ∼−→ R, γ0 7−→ 1 + T.

Suppose C is a compact Zp module on which Γ acts continuously. Then C has a

unique R-module structure such that

γ0.x = (1 + T )x ∀x ∈ C.
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2. Existence of Coleman Power Series

We exploit some basic facts about Lubin-Tate groups to prove the existence of Coleman

Power series. For an account of Lubin-Tate groups see [1] , [9] or [10]. Let G be any

Lubin-Tate formal group over Zp which is attached to the local parameter p of Zp. If

a ∈ Zp, we write [a]G(T ) for the formal power series in Zp[[T ]] corresponding to the

endomorphism [a] of G. Hence

[a]G(T ) = aT + . . .

If G is the formal multiplicative group Ĝm, we have

[p]Ĝm(T ) = (1 + T )p − 1.

However, it is more convenient for us to use the unique Lubin-Tate group

B such that

[p]B(T ) = T p + pT.

Then it is easy to see (cf. [13])

[ξ]B(X) = ξX ∀ξ ∈ µp−1. (1)

(For a proof, see [13].) By Lubin-Tate theory, Ĝm and B are isomorphic over Zp, and

we fix an isomorphism

θ : Ĝm
∼−→ B

θ(T ) = T + . . . .

Then we have

[a]B(θ(T )) = θ([a]Ĝm(T )). (2)

For each n ≥ 0 let Bpn+1 denote the kernel of the endomorphism [pn+1]B of B. We

put vn = θ(ζn − 1) so that vn is a generator of Bpn+1 .

Lemma 2.1. Let χ be the restriction of the cyclotomic character ψ to ∆. Then

vσ0 = χ(σ)v0 ∀σ ∈ ∆.

Proof. Since v0 = θ(ζ0 − 1) ⇒ vσ0 = θ(ζσ0 − 1), by the definition of χ we have

vσ0 = θ
(
[χ(σ)]Ĝm(ζ0 − 1)

)
. Then the assertion follows using (1) and (2).
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The main idea of our proof of Theorems 1 and 2 is to use certain explicit elements

of U∞ which were first written down in [3].

Lemma 2.2. Let β denote the unique (p− 1)-th root of (1− p) satisfying β ≡ 1 mod p.

Then Nm,n(β − vm) = β − vn and
(

(β − vn)
)
∈ U∞.

Proof. The minimal polynomial of (β − vn) over Φn−1 is

(β − x)p + p(β − x) = vn−1.

Noting that p is odd, we get

Nn,n−1(β − vn) = βp + pβ − vn−1 = β − vn−1.

We stress that it is quite miraculous that one can write down such explicit element

of U∞. From now, we will denote this element by α, i.e.

α =
(

(β − vn)
)
∈ U∞, αi = αei ∈ U (i)

∞ (3).

It is very useful to us because of the following :

Proposition 2.3. U (i)
∞ = Rαi, i 6≡ 0, 1 mod (p− 1).

This is very well known and is given in detail in [3]. Hence we only sketch the proof

before turning to the more delicate case of i ≡ 0, 1 mod (p− 1).

Let Mn denote the maximal abelian p-extension of Φn. Let

M∞ = ∪n≥0Mn.

Then M∞ is the maximal abelian p-extension of Φ∞. Put

Xn = Gal
(
Mn/Φn

)
, X∞ = Gal

(
M∞/Φ∞

)
.

By local class field theory, we have an exact sequence of Galois modules for all n ≥ 0

1 −→ Un −→ Xn −→ Zp −→ 1 (4)

Passing to the projective limit, we have an exact sequence of G∞-modules

1 −→ U∞ −→ X∞ −→ Zp −→ 1 (5)
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By definition, Γn acts onX∞ by conjugation and it is easy to see ( cf [9] ) that (γp
n

0 −1)X∞
correspond to the commutator subgroup of Gal(M∞/Φn) . Hence

X∞/(γ
pn

0 − 1)X∞ = Gal(Mn/Φ∞) (6)

We have an exact sequence of Galois groups

1 −→ Gal
(
Mn/Φ∞

)
−→ Gal

(
Mn/Φn

)
= Xn −→ Gal

(
Φ∞/Φn

)
−→ 1 (7)

But ∆ acts trivially on Gal
(
Φ∞/Φn

)
. By (4), (5, (6) and (7)

U (i)
n ' U (i)

∞ /(γp
n

0 − 1)U (i)
∞ , i 6≡ 0 mod (p− 1). (8)

For i 6≡ 0, 1 mod (p− 1), U
(i)
n is a free Zp-module of rank pn. It follows easily from the

structure theory of R-modules that U (i)
∞ is a free R-module of rank 1. Then one can use

logarithmic derivatives mod p ( as explained in [3] ) to show that that αi generates U (i)
∞

as an R-module.

We will now find suitable generators for U (1)
∞ and U

(0)
∞ .

Proposition 2.4. U (1)
∞ = Tp(µ)Rα1.

By (8), we have U (1)
∞ /(γ0 − 1)U (1)

∞ ' U (1)
0 . By Nakayama’s lemma, it suffices to produce

elements in U (1)
∞ that project down to Zp-generators of U (1)

0 . We know that U (1)
0 is a Zp-

module of rank 1 and torsion µp. Logarithmic derivative mod p of (β − v0)e1 is nonzero

( its value is − 1
β , as deduced in [3] ), so it is not a p-th power in U

(1)
0 . If (β − v0)e1 is

not a p-th root of 1, then the p-th roots of unity and (β − v0)e1 will generate U (1)
0 as a

Zp-module. All we need now is the following :

Lemma 2.5.
(
β − v0)e1 is not a p-th root unity.

Proof. We have

(β − v0)e1p =
∏
σ∈∆

(β − v0)
p
p−1

χ(σ)σ−1

=
∏
σ∈∆

(
1− p

p− 1
χ(σ)β−1χ(σ−1)v0

)
mod p℘2

0

=
∏
σ∈∆

(1− p

p− 1
β−1v0) mod p℘2

0

= 1− β−1pv0 mod p℘2
0.
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Hence (β − v0)e1 cannot be a p-th root of unity.

So (ζn) and α1 generate U (1)
∞ over R.

Now we find R-generator for U (0)
∞ :

Proposition 2.6.
((

ζ
γ0
n −1
ζn−1

)e0)
generates U (0)

∞ as an R-module.

Proof. Clearly,

Φ×n = Un ×W × (ζn − 1)Z.

where W is the group of roots of unity in Φn of order prime to p.

Let Φ̂×n denote th p-adic completion of the multiplicative group of Φ×n . Then,

Φ̂×n ' Un × Zp.

Using the snake lemma for the exact sequence (5), we have

1 −→ UΓ
∞ −→ XΓ

∞ −→ Zp −→ (U∞)Γ −→ (X∞)Γ −→ Zp −→ 1.

Since XΓ
∞ = 0 ( cf [6] ) we have

1 −→ Zp −→ U (0)
∞ /(γ0 − 1)U (0)

∞ −→ X(0)
∞ /(γ0 − 1)X(0)

∞
f−→ Zp −→ 1 (9)

Let U ′n be the units in Un with norm 1 to Qp. It is an easy exercise in

local class field theory to show that

U ′n = {un : ∀ m ≥ n ∃um ∈ Um Nm,n(um) = un}

But (4) implies that we have an exact sequence of Galois modules

1 −→ U ′0 −→ Gal
(
M0/Φ∞

)
−→ Zp −→ 1

and by (6),

1 −→ U ′
(0)
0 −→ X(0)

∞ /(γ0 − 1)X(0)
∞

f−→ Zp −→ 1.

But f is an isomorphism as U ′(0)
0 = 1. Then (9) tells us that

Zp ' U (0)
∞ /(γ0 − 1)U (0)

∞ .
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It is enough to find the image of 1Zp in U (0)
∞ /(γ0−1)U (0)

∞ . We have the following diagram

1 −−−−→ Un −−−−→ Φ̂×n
valuation−−−−−−→ Zp −−−−→ 1

γ0−1

y γ0−1

y γ0−1

y
1 −−−−→ Un −−−−→ Φ̂×n

valuation−−−−−−→ Zp −−−−→ 1

By the snake lemma, the image of 1Zp in Un/(γ0 − 1)Un is ζ
γ0
n −1
ζn−1 . Hence the image of

1Zp in U
(0)
∞ /(γ0 − 1)U (0)

∞ is
((

ζ
γ0
n −1
ζn−1

)e0)
. By Nakayama’s lemma,

((
ζ
γ0
n −1
ζn−1

)e0)
generates U (0)

∞ as a R-module. This proves the proposition.

Theorem 1 is almost an immediate consequence of propositions (2.3), (2.4) and (2.6)

as follows. These propositions tell us that U∞ is generated over R by α =
(

(β −

vn)
)
, x1 =

(
ζ
γ0
n −1
ζn−1

)
, x2 = (ζn). But α, x1, x2 clearly all have Coleman power series,

namely fα(T ) = β − θ(T ), fx1(T ) = (1+T )ψ(γ0)−1
T ,

and fx2(T ) = (1 + T ). Also, it is easy to see that

fu1u2(T ) = fu1(T )fu2(T )

fuσ(T ) = fu
(
(1 + T )ψ(σ) − 1

)
∀σ ∈ G∞.

Thus all the units in U∞ have a Coleman power series.

It is useful to note that

fu
(
(1 + T )p − 1

)
|T=ζn−1 = fu(ζn−1 − 1)

= un−1

= Nn,n−1fu(ζn − 1)

=
∏
η∈µp

fu(ηζn − 1)

=
∏
η∈µp

fu(η(1 + T )− 1) |T=ζn−1

and so the Weierstrass Preparation Theorem implies that

fu
(
(1 + T )p − 1

)
=
∏
η∈µp

fu
(
η(1 + T )− 1

)
. (10)
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3. Coleman’s Lemma

Measures and Power Series

It is well known and almost obvious that the elements of Λ(G∞) are just the Zp-valued

measures on G∞ ' Z×p ( see [11], [12] ). On the other hand, we can identify the Zp-
values measures on Z×p i.e. Λ

(
Z×p
)

with a subset of R = Zp[[T ]] as follows. There is a

1-1 correspondence between Zp-valued measures on Zp and power series in R. If µ is a

Zp-valued measures on Zp, the corresponding power series in R is given by

hµ(T ) =
∞∑
n=0

(∫
Zp

(
x

n

)
dµ

)
Tn =

∫
Zp

(
1 + T

)x
dµ.

The fact that this is a bijection follows from Mahler’s theorem for continuous functions

on Zp (see [9] for details). On the other hand, there is a topological isomorphism of

Zp-algebra

φ̃ : Λ
(
Zp
)

= lim
←

Zp
[
Zp/pn+1Zp

]
−→ R

φ̃(1Zp) 7−→ 1 + T.

It is well known that φ̃(µ) = hu(T ) for all µ in Λ(Zp).

Proposition 3.1.

Λ
(
Z×p
)

= {µ ∈ Λ
(
Zp
)
|W (hµ) = hµ}.

where

W (h)(T ) = h(T )− 1
p

∑
η∈µp

h(η(1 + T )− 1).

Proof. Any measure µ on Z×p can be extended to a measure µ̃ on Zp, as follows. Let

Cp be the completion of an algebraic closure of Qp. If f : Zp −→ Cp is a continuous

function, we define ∫
Zp
fdµ̃ =

∫
Z×p
f |Z×p dµ .

Conversely, if we have a measure µ on Zp we get a measure µ∗ on Z×p .

If g : Z×p −→ Cp is a continuous function and εZ×p is the characteristic function of Z×p
then ∫

Z×p
gdµ∗ =

∫
Zp
g̃εZ×p dµ

Here g̃ is any continuous extension of g to Zp.
We have

Λ
(
Z×p
)

= {µ ∈ Λ
(
Zp
)
|µ∗ = µ}.
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It is well known that µ∗h = µW (h) ( see [9] or [12] ) where µh is the measure associated

with the power series h ∈ R. So the proposition is proved.

Given a unit u in U∞, let fu(T ) be its Coleman power series. Define

L(u)(T ) = log fu(T )− 1
p

log fu

(
(1 + T )p − 1

)
. (11)

Using (10), it is easy to see that L(u)(T ) ∈ R and W (L(u))(T ) = L(u)(T ).

Thus L(u)(T ) gives us a measure µL(u) on Z×p . We get a corresponding measure l∞(u)

on G∞ via the isomorphism ψ : G∞
∼−→ Z×p where∫

G∞

f(σ)dl∞(u)(σ) =
∫

Z×p
f(ψ−1(x))dµL(u)(x). (12)

This gives us a map

l∞ : U∞ −→ Λ
(
G∞
)
.

Lemma 3.2. Ker(l∞) = Tp(µ).

Proof. Given ξ ∈ Tp(µ), we have ξ = (ζn)a for some a in Zp and fξ(T ) = (1+T )a. Hence

Lξ(T ) = log(1 + T )a − 1
p log(1 + T )ap = 0. Thus, Tp(µ) ⊂ Ker l∞.

Conversely, suppose l∞(u) = 0. Then L(u)(T ) = 0. Therefore, fu(T )p = fu
(
(1+T )p−1

)
.

Substituting T = ζn − 1, we find that upn = un−1. With T = 0, we get

fu(0)p = fu(0) ≡ mod p⇒ up0 = fu(0) = 1.

Hence we have Ker l∞ ⊂ Tp(µ).

We can define a map

r∞ : Λ
(
G∞
)
−→ Tp(µ)

by the formula

r∞(µ) = (ζn)
∫

G∞ ψ(σ)dµ.

We now proceed to show that Im(l∞) =Ker(r∞) using the ideas of logarithmic deriva-

tives as introduced in [2].

Logarithmic Derivatives
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Let Ĝa be the formal additive group with parameter Z. We have the logarithm map

Ĝm
∼−→ Ga

Z = log(1 + T ) = T − T 2

2
+ . . . .

Clearly, we have d
dZ = (1 +T ) d

dT . Let D be the operator (1 +T ) d
dT on R ( see [3] ). The

k-th logarithmic derivative of a unit u ∈ U∞ is defined as

δk(u) = Dk log fu(T ) |T=0 , k = 1, 2, 3, . . .

It is obvious that δk : U∞ −→ Zp is a homomorphism of Zp modules, and one sees easily

that δk(uσ) = ψk(σ)δk(u).

For any element h ∈ R, we have ( see [9] )∫
Zp
xkdµh = Dkh(0)

Hence, by (11) and (12)∫
G∞

ψk(σ)dl∞(u) = DkL(u)(T ) |(T=0) = (1− pk−1)δk(u). (13)

By (13), we have ∫
G∞

ψ(σ)dl∞(u∞) = (1− p1−1)δ1(u∞) = 0.

and hence Im (l∞) ⊂ Ker (r∞). The difficult part of the proof of the Theorem 2 is to

show that Im (l∞) = Ker (r∞). The key to our approach is the following result. Recall

that α ∈ U∞ is our special unit defined by (3).

Proposition 3.3. δk(α) is a unit for k = 1, 2, . . . p− 1, and δp(α) = p× a unit.

Logarithmic derivatives are intrinsic, i.e., they do not depend on the Lubin-Tate group

we use to calculate them. We will calculate logarithmic derivatives of the unit α using

the Lubin-Tate group B which we introduced in section 2.

Let λ : B ∼−→ Ĝa be the normalized logarithm map and φ : Ĝa
∼−→ B be the

exponential map. We have ( as shown in [13] ) Z = λ(X) = X + bpX
p + . . . and

X = φ(Z) = Z + apZ
p + . . . . Also D = d

dZ = 1
λ′(X)

d
dX

and λ(φ(Z)) = Z. Therefore, 1
λ′(X) = φ′(Z).
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We need the following lemma to calculate δp(α) :

Lemma 3.4.With notation as above, pbp ≡ 1 mod p2.

Proof. We know (see [13] ) that

λ(X) = lim
n→∞

1
pn
[
pn
]
B

(X).

We now calculate the coefficient of Xp in λ(X).

1
p

[
p
]
(X) = X +

1
p
Xp.

1
p2

[
p2
]
(X) = X +

1
p

(1 + pp−1)Xp + . . .

1
p3

[
p3
]
(X) = X +

1
p

(1 + pp−1 + p2p−2)Xp + . . .

1
p4

[
p4
]
(X) = X +

1
p

(
1 + pp−1 + p2p−2 + p3p−3

)
Xp + . . .

It is clear that if the coefficient of Xp in 1
pn

[
pn
]
B

(X) is cn, then cn ≡ 1
p mod pp−2.

But cn → bp as n → ∞. Thus, bp ≡ 1
p mod (pp−2), i.e. pbp ≡ 1 mod (pp−1). This

proves the lemma.

Proof of the Proposition 3.3. Recalling that X = φ(Z), fα(X) = β − X and d
dZ =

1
λ′(X)

1
dX , we obtain

d

dZ
log fα(X) =

1
λ′(X)

−1
β −X

= − 1
β
φ′(Z)

[
1 +

φ(Z)
β

+
φ(Z)2

β2
+ . . .

]
= hα(Z) (say).

Since φ(Z) = Z + apZ
p + . . . , we have hα(Z) = − 1

β [1 + papZ
p−1 + . . .]×

[1 + (Z+apZp+...)
β + (Z+apZp+...)2

β2 + . . . ]. It follows that

δk(α) = −(k − 1)!
βk

for k = 1, . . . p− 1.

On the other hand,

δp(α) = The coefficient of Zp−1 in hα(Z)× (p− 1)!

= −(p− 1)!
β

[
pap +

1
βp−1

]
.
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We have X = φ(λ(X)) = λ(X)+ap
(
λ(X)

)p+ . . . . Substituting the expression for λ(X)

in terms of X, we get X = X + bpX
p + ap

(
X + bpX

p + . . .
)p + . . . . Now it is clear that

ap = −bp. Hence

δp(α) = −(p− 1)!
β

[
− pbp +

1
1− p

]
= unit×

[
(−1 + multiple of pp−1) + 1 + p+ p2 + . . .

]
≡ p× unit mod (p2).

This proves the proposition (3.3).

As

Zp[∆] =
p−2⊕
i=0

Zp[∆]ei '
p−2⊕
i=0

Zp.

where the map from Zp[∆]ei to Zp is given by evaluation at χi, we obtain

Λ
(
G∞
)
' Zp[∆][[T ]] '

p−2⊕
i=0

Zp[[T ]], with γ0 7→ 1 + T. (14)

Explicitly, the last isomorphism is given as follows :

Let µ ∈ Λ
(
G∞
)

correspond to hµ(T ) =
∑∞

n=0 cnT
n in Zp[∆][[T ]], then hµ(T ) =∑p−2

i=0 hi(T )ei, where hi(T ) =
∑∞

n=0 χ
i(cn)Tn.

Recall that α is the special element of U∞ defined by (3). Let l∞(α) in Λ(G∞) correspond

to g(T ) =
∑∞

n=0 cnT
n in Zp[∆][[T ]]. Under the isomorphisms in (14),

l∞(α) 7−→ g(T ) 7−→ (. . . , gi(T ), . . .)

where gi(T ) =
∑∞

n=0 χ
i(cn)Tn.

Lemma 3.5. For i = 0, 2, 3, . . . p − 2, gi(T ) is a unit in R and g1(T ) can be written as

(1 + T − ψ(γ0))h1(T ), where h1(T ) is a unit.

Proof. For k ≡ i mod (p− 1),

gi
(
ψk(γ0)− 1

)
=

∞∑
n=0

χk(cn)
(
ψk(γ0)− 1

)n
=

∫
G∞

ψkdl∞(α)

= (1− pk−1)δk(α) by (13)
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Then it follows from proposition (3.3) that for i = 2, 3, . . . p− 2, gi
(
ψi(γ0)− 1

)
is a unit.

Hence gi(T ) is a unit. With i = p− 1, we have

g0

(
ψp−1(γ0)− 1

)
= (1− pp−2) δp−1(α) = a unit.

This implies that g0(T ) is also a unit. We have

g1

(
ψ(γ0)− 1

)
= (1− p0)δ1(α) = 0.

So g1(T ) can be written as (1 + T − ψ(γ0))h1(T ). But g1

(
ψp(γ0) − 1

)
is p × unit by

proposition (3.3). It is clear that ψp(γ0)− ψ(γ0) = p× a unit . But

h1

(
ψp(γ0)− 1

)(
ψp(γ0)− ψ(γ0)

)
= p× a unit.

Hence h1(T ) is a unit in R.

Now we can finish the proof of Theorem 2 with the following lemma :

Lemma 3.6. Ker r∞ ⊂ Im l∞.

Proof: Consider r∞(µ) = 0. By definition,
∫
G∞

ψdµ = 0. Let µ ∈ Λ(G∞) correspond to

(f0, f1, . . . , fp−2) in
⊕p−2

i=0 Zp[[T ]] under (14). Then∫
G∞

ψdµ = f1

(
ψ(γ0)− 1

)
= 0.

This tells us that f1(T ) = (1 +T −ψ(γ0))λ̃1(T ) for some λ̃1(T ) ∈ Zp[[T ]]. Since h1(T )

is a unit, we have λ̃1(T ) = λ1(T )h1(T ). Thus

f1(T ) = (1 + T − ψ(γ0))λ1(T )h1(T ) = λ1(T )g1(T ).

Also, gi(T ) is a unit for i = 0, 2, 3, . . . , p − 2. Hence fi(T ) = λi(T )gi(T ) for some

λi(T ) ∈ Zp[[T ]]. Then,

f(T ) =
p−2∑
i=0

λi(T )gi(T )ei

=
( p−2∑
i=0

λi(T )ei
)( p−2∑

j=0

gj(T )ej
)
.

But Λ(G∞) ∼−→
⊕p−2

i=0 Zp[[T ]] is a Zp-algebra isomorphism. Hence

µf = x .l∞(α)

14



where x is some element of Λ(G∞). But U∞ is a Λ(G∞) module and l∞ is a Λ(G∞)-

homomorphism from U∞ to Λ(G∞). So,

µf = l∞(αx).

This shows that

Ker r∞ ⊂ Im l∞.

But we already saw that Im l∞ ⊂ Ker r∞. So we have completed the proof of Theorem 2.

Remark. This method should work for any Lubin-Tate group of height 1. When the

height is greater than 1, one would require measure theory on the local ring of integers

not isomorphic to Zp.
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