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Profit  based  unit  commitment  problem  (PBUC)  from  power  system  domain  is a  high-dimensional,  mixed
variables  and complex  problem  due  to its  combinatorial  nature.  Many  optimization  techniques  for  solving
PBUC exist  in  the  literature.  However,  they  are  either  parameter  sensitive  or computationally  expensive.
The quality  of  PBUC  solution  is  important  for  a power  generating  company  (GENCO)  because  this  solu-
tion  would  be  the  basis  for a good  bidding  strategy  in  the competitive  deregulated  power  market.  In
this  paper,  the  thermal  generators  of a GENCO  is  modeled  as  a  system  of  intelligent  agents  in order  to
generate  the  best profit  solution.  A modeling  for multi-agents  is done  by  decomposing  PBUC  problem  so
ulti-agent modeling
eregulation

that  the  profit  maximization  can  be distributed  among  the agents.  Six communication  and  negotiation
stages  are  developed  for agents  that  can  explore  the possibilities  of profit  maximization  while respecting
PBUC  problem  constraints.  The  proposed  multi-agent  modeling  is  tested  for different  systems  having
10–100  thermal  generators  considering  a day  ahead  scheduling.  The  results  demonstrate  the  superiority
of  proposed  multi-agent  modeling  for  PBUC  over the  benchmark  optimization  techniques  for  generating
the  best  profit  solutions  in substantially  smaller  computation  time.

© 2013  Elsevier  B.V.  All  rights  reserved.
. Introduction

In the traditional vertically integrated power market, the power
enerator companies (GENCOs) are obliged to satisfy load demand
y optimally scheduling power generating units at least operation
ost. In this process of scheduling, ON–OFF (1–0) decision for every
enerating unit has to be taken by GENCOs for every hour on the
lanning horizon. Usually, the less expensive units are committed
hile satisfying the problem constraints. Once unit commitment

1–0) is decided for every generating unit, an economic dispatch
rom committed units is calculated in order to minimize the total
peration cost. It is referred as unit commitment (UC) problem in
he literature.

Now, the traditional power market is undergoing a radical trans-
ormation due to deregulation. Contrary to the regulated market, an
ndependent system operator (ISO) would have no control on bids

ubmitted by GENCOs. Therefore, GENCOs are not obliged to satisfy
oad demand constraint. GENCOs can decide generators scheduling
lan (0–1) and the amount of power sold in the deregulated market
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568-4946/$ – see front matter © 2013 Elsevier B.V. All rights reserved.
ttp://dx.doi.org/10.1016/j.asoc.2013.04.001
that can maximize their individual expected profits. A scheduling
plan involves ON–OFF (1–0) decision for every generating unit. An
economic dispatch of power is calculated for maximizing its profit.
This problem is referred as profit based unit commitment (PBUC)
in the literature. Every GENCO solves PBUC problem independently
and compete each other to sell their power in the power market
by submitting their bids. Therefore, it is necessary to have an effi-
cient algorithm available for GENCO that can generate best profit
solutions.

Various techniques have been reported in the literature for
solving UC and PBUC problems. Priority list [1] which is based
on heuristics, is simple and computationally efficient but leads
to sub-optimal solutions. Dynamic programming [2] can find near
optimal solutions. But, it is mathematically complex, and it requires
large computation time and memory size. Lagrange relaxation (LR)
method [3] is viewed as an efficient and applicable method to even
solve for a large system. However, it is sensitive to a choice of
parameters such as Lagrange multipliers. Tuning of Lagrange mul-
tipliers itself is an optimization problem which can take different
values for different power system.

Soft computing techniques have also been used for same pur-

pose. Techniques like genetic algorithm (GA) [4], particle swarm
optimization (PSO) [5,6], evolutionary programming (EP) [7], neu-
ral network [8], simulated annealing [9], ant colony optimization
[10,11] to name a few, have been used to avoid premature

dx.doi.org/10.1016/j.asoc.2013.04.001
http://www.sciencedirect.com/science/journal/15684946
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Nomenclature

PF profit of GENCO
PFit profit of GENCO in iteration ‘it’
RV revenue of GENCO
TC total operation cost of GENCO
Pri,t profit generated by generator i at hour t
Pi,t power generation of generator i at hour t
Ri,t reserve generation of generator i at hour t
Xi,t ON/OFF status of generator i at hour t
LD′

t forecast demand at hour t
SR′

t forecast reserve at hour t
DLt demand left at hour t
RLt reserve left at hour t
Pmin

i
minimum generation limit of generator i

Pmax
i

maximum generation limit of generator i
N number of generator units
T number of hours
SPt forecast spot prices at hour t
RPt forecast reserve prices at hour t
STi start-up cost of generator i
r probability that reserve is called and generated
Tup

i
/Tdown

i
minimum up/down time of generator i

tup
i

/tdown
i

duration during which unit i is continuously
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ai, bi, ci cost coefficients of generator i

onvergence. However, these techniques are computationally
xpensive as most of the techniques are populations based algo-
ithms. The hybrid techniques are designed such LR-EP [12], LRGA
13], and EP-Tabu search [14], to preserve a global searching capac-
ty of optimization techniques but in a reasonable computation
ime. An aim is to find an optimum set of parameters for parameter-
ensitive techniques using soft computing.

Above mentioned techniques generated the best profit solu-
ions till the multi-agent approaches have not been used for solving
BUC. Two multi-agent approaches have been reported in the liter-
ture. In first multi-agent approach [15], different random traveling
outes are designed for visiting generator agents. A mobile agent
egotiates profit and power with generator agents as per the trav-
ling routes. But, it can possible that none of the traveling route can
enerate the best profit solution in a stipulated time. Moreover, this
pproach involves stochasticity that can generate different profit
olutions when executes at different time for same load demand
ondition. Other multi-agent approach is our previous work [16]
here maximum profit generating generator agents are commit-

ed for a given load demand. Thereafter, a negotiation stage is used
o commit those generators which can produce positive profit for
emaining load demand. These multi-agent studies reported the
est profit solution when compared with the benchmark tech-
iques. An efficient and improved version of our previous study
16] is proposed in this paper that produces the best profit solu-
ions. In the following section, an overview of multi-agent system
s given.

. Overview of multi-agent system

A term ‘agent’ is defined in [17] as “a software or hardware entity
hat is situated in some environment, and is capable of performing
utonomous actions in that environment in order to meet its design

bjectives”. An agent is characterized by its autonomy, social abil-
ty, reactive and protective behavior. Being autonomous an agent
an independently perform any complex task. Social ability allows
n agent to interact and negotiate with human or other agents to
uting 13 (2013) 3751–3761

achieve its task. Reactive characteristic of agent helps it to perceive
and respond toward a changing environment in a timely fashion.
Proactive behavior of agent is not simply act in response to its envi-
ronment but it is able to meet its goal by changing its behavior
dynamically. Some other properties that are associated with agents
include mobility, temporal continuity, collaborative behavior, etc.
Agents which satisfy all or a few above mentioned properties, can
be further categorized as weak or strong agency. Multi-agent sys-
tem (MAS) is an extension of agent technology where agents are
loosely connected and act in an environment to achieve their goals.
Some benefits of using MAS  technology for large system are [18]:

• Parallel computation and asynchronous operations can increase
speed and efficiency of the operation.

• Fault-tolerance for graceful degradation of system when agents
fail.

• Scalability and flexibility of adding or removing agents from a
system whenever necessary.

• Reusability of agents that can be reused multiple times.

However, some critical challenges with MAS  are:

• Concurrent learning and action of agents toward a changing envi-
ronment can result in unstable behavior and can cause possible
chaos.

• Limited visibility or information for agents distributed in the sys-
tem can lead to sub-optimal solution.

• Action or decision taken by any agent may  not be suitable for
another agent that can be reduced by sharing the information on
constraints, action preference and goal priorities. But the problem
is when to communicate and to which of the agents.

• Difficulty in debugging and testing a massively parallel and dis-
tributed system.

Nevertheless, MAS  has been used as a potential tool for vari-
ous real world problems over the past few year. Broadly, MAS has
been used as an approach to the building of robust, flexible and
extensible hardware/software systems, or as a modeling approach
[19]. In former approach, a system of multi-agents is required for
those applications where agents can respond correctly in a chang-
ing environment, agents can be added as and when required, agents
can be replaced in other system or be upgraded, and for graceful
degradation of system when one or more agents fail. A few such
applications can be found in [20–23].

In modeling approach, MAS  is used to represent a large and
complex system which is difficult to model explicitly. The entities
are designed as intelligent agents to simulate complex behavior.
Many real world problems using this modeling approach can be
found in studies like [24–27]. In power engineering domain, studies
[19,28] summarized the concepts, approaches, and technical chal-
lenges, technologies, standards, and tools for building multi-agent
systems for various applications. PBUC is one such problem from
power system area which is high-dimensional, mixed variables and
complex due to its combinatorial nature. Multi-agent modeling is
done to solve PBUC problem by decomposing the problem into
asynchronous operations. In the remaining paper, the formulation
for PBUC problem is described in Section 3. Our proposed multi-
agent modeling for PBUC is discussed in Section 4. The simulation
results are discussed in Section 5 which is followed by conclusions
in Section 6 with a note on future work.
3. PBUC problem formulation

A formulation of PBUC is adopted from study [12] where profit
maximization of a GENCO in the deregulated market is modeled
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ith the soft constraints on load demand and reserve. A descrip-
ion of objective function and constraints is given in the following
ections.

.1. Objective function

In the deregulated power market, objective for a GENCO is to
aximize its expected profit as per Eq. (1).

aximize :Profit(PF = RV − TC) (1)

A GENCO can sell power in the energy market and the reserve
ancillary) markets, respectively. A purpose of maintaining reserve
n the ancillary market is to cater uncertainty in load demand. The
mount of power and reserve sold depends on the way  reserve
ayments are made [29]. A payment is made for reserve allocated
here GENCO receives the reserve price per generator of reserve for

very time period that the reserve is allocated but not used. When
eserve is used, GENCO receives the spot price for the generated
eserve [12]. Thus, the revenue for GENCO is evaluated according
o Eq. (2).

RV =
N∑

i=1

T∑

t=1

(Pi,t .SPt).Xi,t +
N∑

i=1

T∑

t=1

((1 − r)RPt + r.SPt)Ri,t .Xi,t (2)

he term on the left hand side of addition in above equation rep-
esents the expected revenue from power selling. Second term on
he right hand side of addition signifies the expected revenue from
eserve. If reserve is used and then, GENCO can receive the spot
rice with probability ‘r’. Otherwise, the reserve price is received
hen reserve is allotted but not used.

Total operation cost for a GENCO is evaluated as per Eq. (3) that
ncludes fuel cost and start-up cost for committed generators.

TC = (1 − r)
N∑

i=1

T∑

t=1

F(Pi,t).Xi,t+

r.

N∑

i=1

T∑

t=1

F(Pi,t + Ri,t).Xi,t + STi.Xi,t .(1 − Xi,t−1)

(3)

uel cost (F(Pi,t)) of generator i at time t is represented by a quadratic
olynomial which is given in Eq. (4)

(Pi,t) = ai + biPi,t + ciP
2
i,t (4)

here ai, bi and ci are cost coefficients of generator i.

.2. Constraints

PBUC problem is subjected to various constraints which are as
ollows:

. Load demand constraint:  In the deregulated power market, this
constraint is represented as soft constraint [29]. It suggests that
the total power generated from the committed generators at
time t can be less than or equal to the forecast load demand
at t.

N∑

i=1

Pi,tXi,t ≤ LD′
t (5)

. Spinning reserve constraint:  It also suggests that the reserve gen-
erated from the committed generators at time t can be less than
or equal to the reserve requirement at t.
N∑

i=1

Ri,tXi,t ≤ SR′
t (6)
t t 1 t2 t3

Fig. 1. Up and down time constraints for a generatori .

3. Generation limit constraints: The power and reserve produced by
any generator must be within its limited capacity as indicated
below:

Pmin
i

≤ Pi,t ≤ Pmax
i

Pi,t + Ri,t ≤ Pmax
i

(7)

4. Minimum up and down time constraints: These constraints indi-
cate that a generator must be ON/OFF for minimum number
of hours before shut-down or start-up, respectively. These con-
straints are given by Eq. (8).

(tup(i) − Tup
i

)(Xi,t−1 − Xi,t) ≥ 0

(tdown(i) − Tdown
i

)(Xi,t−1 − Xi,t) ≥ 0
(8)

Fig. 1 describes these constraints for a generator. Assuming
generatori is OFF (Xi,t = 0) at time t. Before committing at time t2,
generatori has to be shut down for minimum Tdown

i
hours to sat-

isfy the down time constraint, that is, t2 = t + Tdown
i

. Similarly, the
same generator has to be committed for minimum Tup

i
hours before

it shuts down at time t3 = t + Tdown
i

+ Tup
i

.
From the above formulation, we  can observe that PBUC prob-

lem is high dimensional (N), has real and binary variables (Pi,t, Ri,t,
Xi,t), a non-explicit objective function (PF) and various inequality
constraints. Due to minimum up and down time constraints, PBUC
problem becomes combinatorial in nature which is complex and
difficult to solve. In the following section, a multi-agent modeling
for PBUC problem is discussed which can maximize an expected
profit of GENCO by communication and negotiation among the
agents.

4. Multi-agent modeling for PBUC

JADE (Java Agent DEvelopment) [30] framework is used that
conforms to the Foundation for Intelligent Physical Agents [31]
standards for intelligent agents. JADE platform provides a set of
functions and classes to implement agent functionality, such as
agent management service, directory facilitator and message pass-
ing services. Agent management service (AMS) is responsible for
managing agent platform, which maintains a directory of Agent
Identifiers (AIDs) and agent states. Directory facilitator (DF) pro-
vides default yellow page services in the platform which allow
agents to discover other agents in a network based on services they
wish to offer or to obtain. Finally, message transport service (MTS)
which is responsible for delivering messages between agents, pro-
vides services for message transportation in agent system.

4.1. Architecture of agents

Two  types of agents are created using JADE platform that are

coordinating agent (CA) and generator agents (GenAgents). Fig. 2
shows a simplified architecture of multi-agent system for PBUC
where G1–G8 represent GenAgents. It can be seen from figure that
GenAgents can only communicate and share information/data with
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G1 G2 G3

G8 CA G4

G7 G6 G5

C
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•

•

•

•

T
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Fig. 2. Multi-agent system for thermal generation scheduling.

A. However, any negotiation between GenAgents can possible via
A.

PBUC problem is decomposed in this paper so that a task can
e distributed among CA and GenAgents. For example, Eqs. (2)
nd (3) show two summations over ‘T’ and ‘N’. Summation over
ime is decomposed for CA so that CA can interact and negotiate
ith GenAgents for every time period ‘t’. Other functionalities for

uilding CA are:

CA can take decision for committing GenAgents which depends
on profit values evaluated by GenAgents.
Apart from communicating with GenAgents, CA also stores data
which can be shared with GenAgents.
CA is responsible to satisfy constraints given in (5) and (6) and
to update (DLt, RLt) every time when any GenAgent commits or
shuts down.
CA also asks GenAgents to check their up and down time con-
straints.
herefore, CA is the most important agent of present multi-agent
ystem.

Fig. 3. Block diagram of agents com
Fig. 4. Power sharing between GenAgent (i) and GenAgent (j) at hour t.

Summation over ‘N’ is broken down by generating ‘N’ GenA-
gents. Eq. (1) is now simplified and these GenAgents can evaluate
profit according to (9).

Profit(Pri,t) = [{Pi,t .SPt + Ri,t .((1 − r).RPt + r.SPt)}
− {(1 − r).F(Pi,t) + r.F(Pi,t + Ri,t)}].Xi,t

(9)

Constraints given in (5) and (6) are modified for these GenAgents
as given in (10) in which values of DLt and RLt are to be supplied by
CA. However, the generation limit constraints are same as given in
(7).
Pi,t .Xi,t ≤ DLt

Ri,t .Xi,t ≤ RLt

(10)

munication and negotiation.



t Computing 13 (2013) 3751–3761 3755

I
i
g
a
b

4

G
b
s

4

C
G
d
R
a

4

u
b
e
w
(

r
I
h
r
i
t

A

A

D. Sharma et al. / Applied Sof

t can be seen here that a desired amount of power and reserve
s decided by GenAgents, whereas CA tries to commit those GenA-
ents for which the profit for GENCO can be maximized. GenAgents
lso satisfy up and down time constraints given in (8) when asked
y CA.

.2. Communication and negotiation

For intelligent scheduling of generators, CA communicates
enAgents at various stages as shown in Fig. 3. These stages are
roadly divided into six stages which are discussed in the following
ections.

.2.1. Initial stage
This stage is designed to initialize important parameters.

A assigns zero value to current and last iteration’s profit of
ENCO, that is, {PFit, PFit−1 = 0}. Similarly, {DLt, SPt} = forecast load
emand and spot price, respectively. RLt is set to 10% of DLt and
Pt = 0.001 × SPt for benchmarking the results. Starting iteration (it)
nd time (t) are equal to one in this stage.

.2.2. Interactive stage
This stage is designed for GenAgents to evaluate their profit val-

es using Algorithm 1. Values of {DLt, RLt, SPt, RPt} which are stored
y CA, are shared with GenAgents. In this process, every GenAgent
valuates {Pri,t, Pi,t, Ri,t} values and send them to CA. GenAgents
hich are already committed or cannot satisfy constraint given in

10), will not evaluate profit.
Algorithm 1 which evaluates {Pri,t, Pi,t, Ri,t} is motivated from the

eserve payment method described in Section 3.1 where RPt � SPt.
n this algorithm, every GenAgent tries to deliver as much power in
our t depending on DLt. If generating capacity further allows, then
eserve gets scheduled depending on RLt and unit capacity as given
n Eq. (7). Profit, power and reserve values for every GenAgents are
hen stored by CA that helps in committing them in following stage.

lgorithm 1. Profit evaluation by GenAgent (i)
1: if DLt >= Pmax

i
then

2: Pi,t = Pmax
i

and Ri,t = 0 for selling
3:  else
4: if DLt >= Pmin

i
then Pi,t = DLt

5: if Pi,t + RLt > Pmax
i

then Ri,t = Pmax
i

− Pi,t

6: else
7: Ri,t = RLt

8: end if
9: end if
10: end if
11: Evaluate PRi,t from equation (9)

lgorithm 2. Rule for committing potential GenAgent (i)
1: if Profit of potential GenAgent (i) >0 for remaining {DLt ,

RLt} then
2:  Current profit = Last profit = 0
3:  for every committed GenAgent at hour t do
4: Apply power sharing rules shown in Fig. 4

5: Current profit = Pri,t + Prj,t +
∑M

k = 1
k /= i
k /= j

Prk,t

6: if Current profit > Last profit then
7:  Last profit = Current profit
8:  Store updated Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t

9: end if
10: end for
11: Commit GenAgent (i) with updated values of Pri,t , Pi,t , Ri,t .

Also, assign updated Pr , P , R values for previously
j,t j,t j,t

committed GenAgent (j) of the best Last profit
combination

12: Update DLt and RLt

13: end if
Fig. 5. Power sharing between a must commit GenAgent (i) and a participating
committed GenAgent (j).

4.2.3. Competing stage
This stage is referred as a competing stage for GenAgents where

every GenAgent tries to commit first. This stage can help GENCO to
accumulate a significant profit by committing maximum profit gen-
erating GenAgents. Therefore, CA sorts GenAgents in descending
order of their profit values and commit them one-by-one. When
any GenAgent (i) is committed, {DLt, RLt} values are updated as
{DLt = DLt − Pi,t, RLt = RLt − Ri,t}. The process of committing GenA-
gents continues till DLt ≥ Pi,t. Otherwise, this stage gets over.

4.2.4. Cooperative stage
After executing rules of competing stage, some GenAgents may

available in a system of GenAgents which can still generate posi-
tive profit for remaining {DLt, RLt}. These GenAgents are referred
as potential GenAgents. In some other cases, a few GenAgents have
to satisfy minimum up/down time constraint by committing for a
specified period. These GenAgents are designated as must commit
GenAgents for identification and further processing in next itera-
tion. The details of assigning must commit condition is described
later in Section 4.2.5.

In cooperative stage, a potential or a must commit GenAgent
cooperatively negotiates power and reserve with already commit-
ted GenAgents. The aim of this stage is to further accumulate profit
for GENCO, after-all every generating unit belongs to same GENCO.
Based on a potential or a must commit GenAgent, two power
sharing scenarios are developed here. Power sharing scenario 1 is
developed to commit potential GenAgent after negotiating power
and reserve with committed GenAgents. The rules of negotiation for
must commit GenAgent and committed GenAgent are designed in
power sharing scenario 2. These scenarios are discussed in follow-
ing sections.

4.2.4.1. Power sharing scenario 1. This power sharing scenario
is designed to explore a best profit combination for potential
GenAgent (i) when all committed GenAgents participate in power
sharing. The rules are designed in Algorithm 2 where two  power

sharing cases for a potential GenAgent (i) and a participating com-
mitted GenAgent (j) are shown in Fig. 4. Based on higher profit
accumulating case, the values of current profit and last profit val-
ues are updated as and when required. When every committed
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GenAgent so that the loss in revenue can be minimized.

Rules designed for minimum up and down time constraints
are shown in Algorithms 5 and 6. Both algorithms are similar
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enAgent takes part in this power sharing process, GenAgent (i)
s committed with the updated values of Pri,t, Pi,t, Ri,t. The partici-
ating committed GenAgent (j) of the best profit combination also
pdates its Prj,t, Pj,t, Rj,t values.

lgorithm 3. Rules for must commit GenAgent (i)
1: Current profit = Last profit = 0
2:  forevery committed GenAgent at hour t do
3: if DLt ≥ Pmin

i
then

4: Apply power sharing rules shown in Fig. 4
5: else
6: Apply power sharing rules shown in Fig. 5
7: end if
8: Prefer high profit generating case
9: if Pri,t + Prj,t ≥ 0 then
10: Store updated Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t

11: else
12: if Pri,t ≥ Pri,t + Prj,t for case 1 || Pri,t < 0 for case 2 from

both Figs. 4 and 5 then
13: Store updated Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t

14: else
15: Explore a possibility of de-committing participating

committed GenAgent (j) using Algorithm 4
16: end if
17: end if
18: if Current Profit > Last profit then
19: Last profit = Current profit
20: Store updated Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t

21: end if
22: end for
23: Store updated ON–OFF status of best Last profit

combination and Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t values of
GenAgent (i) and GenAgent (j).

24: Revise the decision of committing must commit
GenAgent (i)

25: if Minimum up time constraint of must commit
GenAgent (i) is satisfied from t to t − Tup

i
then

26:  Profit sum of GenAgent (i) =
∑t+Tdown

i
k=t

Pri,k

27: if Profit sum of GenAgent (i) <Prj,t of GenAgent (j) then
28:  Remove must commit condition and shut down

GenAgent (i) from t to t + Tdown
i

.
29: Participating committed GenAgent (j) remains

committed with its original Prj,t , Pj,t and Rj,t values
30:  else
31: Commit GenAgent (i) and GenAgent (j) with updated

values of Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t of the best profit
combination

32: end if
33: else
34: Commit GenAgent (i) and GenAgent (j) with updated

values of Pri,t , Pi,t , Ri,t , Prj,t , Pj,t , Rj,t of the best profit
combination

35: end if
36: Update DLt and RLt

.2.4.2. Power sharing scenario 2. When any GenAgent with
ust commit condition exists in a system of GenAgents, this power

haring scenario is executed. The rules are designed in Algorithm
 with the same motivation of finding a best profit combina-
ion for a must commit GenAgent when all committed GenAgents
articipate in this power sharing process. However, there exist
wo conditions for power sharing cases which depend on avail-
ble DLt and capacity (Pmin

i
) of must commit GenAgent (i). First

ower sharing condition corresponds to the same rules as shown
n Fig. 4. Second power sharing condition triggers the rules which
re shown in Fig. 5. These rules are similar to the rules in Fig. 4, but
ust commit GenAgent (i) is either allowed to commit for Pmin

i
or

or more power.

.2.4.3. Power negotiation. Once a higher profit generating case is

hosen, a possibility of complete power sharing from a partici-
ating committed GenAgent (j) to a must commit GenAgent (i) is
xplored. It is referred as de-committing a participating commit-
ed GenAgent (j) and conditions are shown in Algorithm 4. This
uting 13 (2013) 3751–3761

possibility is explored so that the profit for GENCO can be maxi-
mized further by allowing must commit GenAgent to commit for
more power. However before shutting committed GenAgent (j),
its minimum up and down time constraints as given in (8) are
to be satisfied for specified time period as mention in Algorithm
4. Whether participating GenAgent (j) is de-committed or not,
updated Pri,t, Pi,t, Ri,t, Prj,t, Pj,t, Rj,t values are stored. In a same man-
ner, every committed GenAgent participates in power sharing and a
best profit combination for must commit GenAgent (i) is explored.
ON–OFF status and updated Pri,t, Pi,t, Ri,t, Prj,t, Pj,t, Rj,t values of
GenAgent (i) and GenAgent (j) of the best profit combination are
stored.

Algorithm 4. Conditions for de-committing a participating com-
mitted GenAgent (j) for GenAgent (i)

1: if Minimum up time constraint of GenAgent (j) is satisfied
from t to t − Tup

j
then

2:  if Minimum down time constraint of GenAgent (j) is
satisfied from t to t + Tdown

j
, assuming its current status

‘OFF’ then
3: GenAgent (j) is assumed de-committed
4: Update DLt = DLt + Pj,t and RLt = RLt + Rj,t

5: GenAgent (i) then evaluates and store its Pri,t , Pi,t , Ri,t

for updated DLt , RLt

6: else

7: Profit sum of GenAgent (j) =
∑t+Tdown

j

k=t
Prj,k

8: if Profit sum of GenAgent (j) < best stored Pri,t of
GenAgent (i) then

9: Update DLt = DLt + Pj,t and RLt = RLt + Rj,t

10: GenAgent (i) then evaluates and store its Pri,t ,  Pi,t ,  Ri,t

for updated DLt , RLt

11: else
12: GenAgent (j) cannot de-commit
13: Store updated Pri,t , Pi,t , Ri,t , Prj,t ,  Pj,t , Rj,t

14: end if
15: end if
16: end if

4.2.4.4. Condition for revising the decision of committing
must commit GenAgent (i): steps 25–35 of Algorithm 3. During
a process of committing GenAgent with must commit condition,
there is a possibility that must commit GenAgent (i) generates
higher negative profit and none of participating committed GenA-
gents is ready to de-commit as described earlier in Algorithm
4. At this stage, the decision of committing GenAgent (i) with
must commit condition is revised. It is done by evaluating profit
of GenAgent (i) from t to t + Tdown

i
hours and then, compare it

with original Prj,t of GenAgent (j). Based on the comparison, either
must commit GenAgent is de-committed from t to t + Tdown

i
hours

and participating GenAgent (j) is restored with its original values
of Prj,t, Pj,t and Rj,t. Or, GenAgent (i) and GenAgent (j) of the best
profit combination are committed with their updated values of
Pri,t, Pi,t, Ri,t, Prj,t, Pj,t, Rj,t.

4.2.5. Constraint satisfaction stage
Next stage is checking the minimum up and down time con-

straints given in (8) for all committed GenAgents. Rules are
except a specified time period that depends on tup
i

and tdown
i

hours
for up and down time constraints, respectively. Based on profit,
either must commit condition is assigned to GenAgent (i) or shut it
down.
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lgorithm 5. Rules to satisfy minimum down time constraint for
enAgent (i) at time t
1: Suppose GenAgent (i) is de-committed for tdown hours

(< Tdown
i

)
2: Profit sum of GenAgent (i) = 0
3:  for k = t − tdown → t − tdown + Tdown

i
do

4:  if k < t then
5: if DLt ≥ Pmin

i
then

6: Profit sum of GenAgent (i) = Profit sum +Pri,t

evaluated by Algorithm 1 for given DLt

7: else
8: Profit sum of GenAgent (i) = Profit sum +Pri,t

evaluated by Algorithm 1 for Pmin
i

9: end if
10: else
11: Profit sum of GenAgent (i) = Profit sum +Prk,t

12: end if
13: end for
14: if Profit sum of GenAgent (i) >STi of GenAgent (i) then
15: Assign must commit condition to GenAgent (i) from

t − tdown to t − 1 hours
16: else
17: Shut-down GenAgent (i) from t to t − tdown + Tdown

i
hours

18: Update DLt and RLt for t to t − tdown + Tdown
i

hours
19: end if

lgorithm 6. Rules to satisfy minimum up time constraint for
enAgent (i) at time t
1: Suppose GenAgent (i) is committed for tup hours (< Tup

i
)

2:  Profit sum of GenAgent (i) = 0
3:  for k = t − tup → t − tup + Tup

i
do

4:  if k < t then
5: Profit sum of GenAgent (i) = Profit sum +Prk,t

6: else
7: if DLt ≥ Pmin

i
then

8: Profit sum of GenAgent (i) = Profit sum +Pri,t

evaluated by Algorithm 1 for given DLt

9: else
10: Profit sum of GenAgent (i) = Profit sum +Pri,t

evaluated by Algorithm 1 for Pmin
i

11: end if
12: end if
13: end for
14: if Profit sum of GenAgent (i) >STi of GenAgent (i) then
15: Assign must commit condition to GenAgent (i) from t to

t  − tup + Tup
i

hours
16: else
17: Shut-down GenAgent (i) from t − tup to t − 1 hours
18: Update DLt and RLt for t − tup to t − 1 hours
19: end if

.2.6. Termination conditions
CA terminates the proposed multi-agent approach when two

onditions are satisfied simultaneously. First condition satisfies
hen profit values from committed GenAgents of current and last

terations are same. Second termination condition triggers when
one of GenAgent with must commit condition exists in a system
f GenAgents. If any of these conditions is not met, an iteration
ount increases by 1. The procedure of Fig. 3 starts from interaction
tage and t = 1 h.

. Simulation results and discussion

Simulations using proposed multi-agent modeling for solving
BUC are performed for different systems consisting ten to 100
hermal generating units. These systems of generators can be
wned by a GENCO for a day ahead scheduling. The ten genera-
ion units data and forecast data is taken from [12]. Table A.4 in
ppendix A shows generating unit’s data required to perform the

imulations. In this table, the data of every row is self explanatory
rom nomenclature except “Ini.” which suggests that a genera-
or is either ON (positive integer) or OFF (negative integer) for
iven number of hours at time t = 0. The data of forecast load
Fig. 6. Best profit solutions obtained for ten generator system by different algo-
rithms.

demand and forecast spot price for ten generators’ system is given
in Table A.5. For testing out a larger system, the thermal generator
data is obtained by duplicating the ten generators’ data. The value
of forecast load demand is adjusted in proportion to the generator
size. In following paragraphs, the results of proposed multi-agent
approach are discussed and benchmarked against the commonly
used techniques such as Lagrangian relaxation (LR), genetic algo-
rithm (GA) and hybrid LRGA. A comparison of distributed artificial
intelligence based multi-agent approach with the mathematical
technique, the meta-heuristic algorithm and the hybrid stochastic
method can help us to analyze an overall performance of proposed
approach on the solution quality and on the execution time as well.
Note that the ramp up and down constraints are not considered for
benchmarking purpose.

5.1. Parameter setting

For LR, a relative duality gap ≤0.01 is set. Lagrangian multipli-
ers are tuned for every system to generate best profit results. For
economic power dispatch, Lambda-iteration method is used. GA
proposed in study [4] is used which terminates when either 100
generations are over or variation in the best fitness solutions over
consecutive 20 generations is ≤0.1. For ten to 60 generators, popu-
lation of 100 is used, whereas for larger generator sets population
of 150 members are used to evolve the best profit solutions. The
hybrid LRGA [32] terminates when a duality gap ≤0.001. For updat-
ing Lagrangian multiplier, GA is executed for 50 generations with
the population of 100. The source codes are developed on MatLab
platform and executed on 64 bit Intel CPU @ 2.66GHz with 16 GB
RAM. For benchmarking the results of proposed multi-agent mod-
eling against [10,12,15,16,32–35] studies, PBUC problem is solved
for r = 0.005 and RPt = 0.01 × SPt.

5.2. Best profit solutions

5.2.1. Ten generators system
For ten generators system, various algorithms have been

reported in the literature for finding best profit solutions of PBUC
problem. These algorithms are muller method by [33], nodal any
colony optimization (NACO) by [10], LR and GA by [4], LRGA by
[32], LREP by [12], tabu search EPSO (TS-EPSO) by [34], LR-PSO by
[35], multi-agent approach (MAA) by the authors of this paper [16],
and multi-agent system (MAS) given by [15]. The proposed multi-

agent modeling for PBUC is referred as “MAM”  in this paper. The
best profit solutions by these algorithms are shown in Fig. 6. It can
be observed from figure that the approaches based on multi-agent
system generated the higher profit solutions than the mathematical
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Table 1
Optimal schedule for ten generator system (r = 0.005 and RPt = 0.01SPt).

Power (MW)/reserve (MW)

Time G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 TC ($) Profit ($)

1 455.0/0.0 245.0/70.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 13689.23 1838.95
2  455.0/0.0 295.0/75.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 14561.05 1963.62
3  455.0/0.0 395.0/60.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 16307.15 3348.57
4  455.0/0.0 455.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 17353.30 3258.20
5  455.0/0.0 455.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 17353.30 3804.20
6  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 3094.04
7  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 3186.04
8  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 2822.04
9  455.0/0.0 455.0/0.0 130.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 23105.76 3020.24
10  455.0/0.0 455.0/0.0 130.0/0.0 130.0/0.0 162.0/0.0 68.0/12.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 28769.61 11255.65
11  455.0/0.0 455.0/0.0 130.0/0.0 130.0/0.0 162.0/0.0 80.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 29047.98 13523.82
12  455.0/0.0 455.0/0.0 130.0/0.0 130.0/0.0 162.0/0.0 80.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 29047.98 15641.82
13  455.0/0.0 455.0/0.0 130.0/0.0 130.0/0.0 162.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 26851.61 5915.59
14  455.0/0.0 455.0/0.0 130.0/0.0 130.0/0.0 130.0/32.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 26187.36 5674.36
15  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 160.0/2.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 23918.06 3082.62
16  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 2978.04
17  455.0/0.0 415.0/40.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 19516.28 2747.03
18  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 2718.04
19  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 2874.04
20  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 3342.04
21  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 3810.04
22  455.0/0.0 455.0/0.0 0.0/0.0 130.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 20213.96 3654.04
23  455.0/0.0 445.0/10.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 17178.79 3299.61
24  455.0/0.0 345.0/80.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 15434.42 2632.55
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PF  ($) 55760.79 42891.32 3295.70 4193.30 2879.79 

echniques, the meta-heuristic algorithms and the hybrid stochas-
ic methods reported in the literature. MAM  and MAS  generated the
est profit solution for ten generators system. The reason behind
n improved solution for PBUC is the developed rules for intelligent
cheduling the generators. However, the modeling of multi-agent
ystem for MAM  is based in fixed rules, whereas stochastic rules
re developed for MAS.

A day-ahead scheduling by MAM  is shown in Table 1. During the
rocess of scheduling, the power sharing rules were negotiated 43
imes between potential GenAgents and participating GenAgents
ia CA. Moreover, one of the participated committed GenAgents
as shutdown for some period to maximize an expected profit of
ENCO. For example in Table 1, G3 is de-committed from hour 15
hich allows G4 to commit at its Pmax

i
at the same hour. The power

haring rules further assist G5 to commit for more load demand.
nother good example of power sharing can be seen at hour 17
hen G2 shares its power with G4.

.2.2. Simulation results for large systems
The above techniques reported in the literature have been tested

n ten generator system only. However, a performance of these
lgorithms can be really tested when they are executed on a larger

ystem where the profit solution and time to generate this solu-
ion are equally important. There are some benchmark techniques
hich are frequently referred in the literature and are used for unit

ommitment problem in a vertically integrated power system. In

able 2
osterior analysis.

No. of generators No. of power sharing rules
execution

20 157 

40  687 

60  1262 

80  3221 

100  3929 
170.00 0.00 0.00 0.00 0.00 – –
6310.74 0.00 0.00 0.00 0.00 500247.59 –
464.33 0.00 0.00 0.00 0.00 – 109485.23

this paper, LR, GA and LRGA techniques have been chosen for bench-
marking our results for larger and scaled-up systems. A comparison
of best profit solutions obtained by MAM  and benchmarked algo-
rithms is shown in Fig. 7. It can be seen from figures that MAM
generated the best profit solutions which indicates its supremacy
over the benchmarked algorithms for a wide range of thermal gen-
erator systems. In Fig. 7(f), the gain in profit values using MAM  is
shown against LRGA. Among the benchmarked techniques, LRGA is
chosen because it generated the next best profit solutions for every
system of generators. It can be seen that the gain in profit values
ranges from $1613.6 for ten generator system to $18985.94 for 100
generator system that a generator company can earn in a single
day. It suggests that MAM  can help GENCO to accumulate a huge
annual profit.

5.3. Working behavior of MAM

In this section, a posterior analysis is done to capture the
communication and negotiation among the agents that define a
working behavior of MAM.  Various data is shown in Table 2. Sec-
ond column of table shows number of executions for the power

sharing rules shown in Figs. 4 and 5. An increasing trend of call-
ing the power sharing rules by CA indicates their significance for
exploring and finding the intelligent schedule corresponding to the
best profit solution.

No. of must commit
GenAgents to be
de-committed

No. of participating
committed GenAgents to
be de-committed

0 2
0 5
0 7
1 9
4 13
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Table 3
Comparison of execution time (s).

Techniques LR GA LR-GA MAM

No. of generators
10 111 752 1112 6
20  198 1323 1230 7
40  368 2321 1365 10
60  571 3821 1498 13
Fig. 7. Profit generated by algorith

In Section 4.2.4.3, a possibility to de-commit a participating
ommitted GenAgent is explored that can help in accumulating
rofit for a GENCO. Fourth column of Table 2 indicates an increas-

ng values of such generators so that must commit GenAgent can
ommit for more power.

In Section 4.2.4, a decision of committing must commit GenA-
ent is revised and a possibility to de-commit it is explored. Third
olumn of Table 2 reveals the importance of this rule when a GENCO
wns a large number of generating units.

.4. Execution time

Table 3 shows a comparison of execution time which suggests
 remarkable improvement in the CPU time of MAM  against LR,
A and LRGA techniques. MAM  consumes less time because the
ules are executed which depend on examining various conditions.
n the other hand, the optimization techniques improve quality
f solution iteratively where more function evaluations is required
o generate an optimal solution. Moreover, the computation time
80  851 5099 1954 19
100  1298 8235 2537 27

suggests that MAM  can be used for a shorter period scheduling than
a day ahead.

5.5. Comparison of performance
5.5.1. Comparison between LR and proposed MAM
It is interesting to note that LR solves generation scheduling

problem by decomposing Lagrange formulation [12]. Lagrangian
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unction is minimized for each generator separately without
onsidering any affect on other generators. Similarly, MAM  also
ommits maximum profit generating GenAgents. For economic
ower dispatch, LR based methods use optimization technique
here Lagrangian multiplier are to be tuned for different genera-

or system. However, MAM  delivers the desired power and reserve
ased on the rules developed under cooperative stage as discussed

n Section 4.2.4. Moreover, MAM  is not sensitive to any parameter
etting.

.5.2. Comparison with other multi-agent system based studies
As mentioned in Section 1, two multi-agent system based stud-

es for solving PBUC have been reported in the literature. In first
tudy by [15] which is referred as MAS, the negotiation of profit
nd power is designed on random traveling routes for a mobile
gent to visit generators agents. However, the fixed rules are
esigned for communication and negotiation with generator agents

n this paper. Stochasticity in random traveling routes is involved in
AS  approach that can generate different solutions for same load

emand condition when execute at different time. On the other
and, MAM  can give consistent results.

Other study was our previous work [16] which is referred as
AA. In MAA, the maximum profit generating generator agents

re committed for remaining load demand. It is similar to the com-
eting stage (Section 4.2.3) of MAM,  but the working behavior is
ifferent. For example, when a maximum profit generating gen-
rator agent is committed, the load demand is updated by MAA.
he generator agents which are currently OFF, then evaluate their
rofit, power and reserve using genetic algorithm for the remaining
emand and reserve. In MAM,  once a profit is evaluated according
o Eq. (9) by GenAgents at their Pmax

i
, these GenAgents are sorted

nd committed one-by-one till DLt ≥ Pmax
i

. By doing this, number of
unction evaluations or computation time is saved. In our previous
tudy, a heuristic repair operator is used. However in this paper,
he cooperative stage (Section 4.2.4) with different power sharing
cenarios and cases is designed. The rules to de-commit generator
gents (Sections 4.2.4.3 and 4.2.4.4), and assigning must commit
ondition for satisfying minimum up and down time constraints
Section 4.2.5) are also introduced for MAM.  The rules and con-
itions designed in this paper make MAM  effective and able to
enerate the best profit solutions against the benchmarked tech-
iques.

. Conclusion

A multi-agent modeling for solving PBUC has been proposed for
ENCO which is an independent and autonomous generation util-

ty in the deregulated power system. MAM  is developed for profit
aximization via intelligent scheduling the generators and allo-

ating power economically. The proposed MAM  for GENCO has
een tested on different systems having small to large number
f generating units where it generated the best profit solutions in

ess computation time against the benchmark techniques. The rules
esigned for various agents were able to explore many scenarios for
rofit maximization. Compared to the parameter sensitive tech-
iques like LR, the proposed MAM  is parameter-less. Moreover,
AM can give consistent results as its working principle is defined

y communication and negotiating rules which do not involve
euristic or stochasticity like GA, LRGA, etc. As MAM  consumes very
ittle computation time, it can be used for a shorter-term scheduling
han a day-ahead. Future work will consider further addition of new
ntelligent rules to make MAM  more efficient while incorporating
amp and network constraints.
uting 13 (2013) 3751–3761
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Appendix A.

See Tables A.4 and A.5.

Table A.4
Generating unit data.

Unit 1 Unit 2 Unit 3 Unit 4 Unit 5

Pmax
i

455 455 130 130 162
Pmin

i
150 150 20 20 25

a  1000 970 700 680 450
b  16.19 17.26 16.60 16.50 19.70
c  0.00048 0.00031 0.00200 0.00211 0.00398
Tup

i
8 8 5 5 6

Tdown
i

8 8 5 5 6
STi 4500 5000 550 560 900
Ini.  8 8 −5 −5 −6

Unit 6 Unit 7 Unit 8 Unit 9 Unit 10

Pmax
i

80 85 55 55 55
Pmin

i
20 25 10 10 10

a  370 480 660 665 670
b  22.26 27.74 25.92 27.27 27.79
c  0.00712 0.00079 0.00413 0.00222 0.00173
Tup

i
3 3 1 1 1

Tdown
i

3 3 1 1 1
STi 170 260 30 30 30
Ini.  −3 −3 −1 −1 −1

Table A.5
Forecast demand (FD) and spot price (SP) for ten-unit 24-period system.

Hour 1 2 3 4 5 6 7
FD  (MW)  700 750 850 950 1000 1100 1150
SP ($/MW-H) 22.15 22.00 23.10 22.62 23.25 22.95 22.50

Hour 8 9 10 11 12 13 14
FD (MW)  1200 1300 1400 1450 1500 1400 1300
SP  ($/MW-H) 22.15 22.80 29.35 30.15 31.65 24.60 24.50

Hour 15 16 17 18 19 20 21
FD (MW)  1200 1050 1000 1100 1200 1400 1300
SP  ($/MW-H) 22.50 22.30 22.25 22.05 22.20 22.65 23.10

Hour 22 23 24
FD (MW) 1100 900 800
SP ($/MW-H) 22.95 22.75 22.55
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