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General formulation i C\%
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Min/Max f(X) Where X = [x1, X5, X3, 0., Xp |7
Subject to g;i(X)=0 j=123,..,m

This is the minimum point of the function

Now this is not the minimum point of the
constrained function

This is the new minimum point

gX) =0
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Consider a two variable problem
M. /M %d&“‘urrechnf”'ﬁb
IN ax X1, X . . .
f(x,xz) Take total derivative of the function at (x4, x,)
Subject to glxy,x3) =0 — i i —
df ax1 dx]_ + axz de 0
g(xy,x,) = 0 If (x4, x5) is the solution of the constrained

problem, then

g(xlixZ) =0
Now any variation dx; and dx, is admissible

\}»

g(x; +dxq,x, +dx;) =0
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Consider a two variable problem

Mln/MaX f(x1, xZ) g(xl + dxl,xz + dxz) == 0
This can be expanded as

Subject to g(xy,x,) =0 0
gy + dxy x, + dxy) = g (eyfh )+ L0
g(xlr xz) =0 X1
dg dg
dg \ a_xldxl +a_x2dx2 =0

99
\ de == _aa_),;ldxl
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0g(x1,x2)
axz

dX2=O



Consider a two variable problem
dx; = —a—dx1
| s s
Min/Max f(x1,%3) ) , .
Subject to g(xy,x,) =0 ) )
ag
daf of Bx;
SN U =g " g 1 7
0x,

df dg Of dg
— dx1 =0
axl axZ axZ axl

\ ! of dg Oof dg\ _ 0
ﬂ » axl axz axz axl B
This is the necessary condition for optimality for

optimization problem with equality constraints
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Lagrange Multipliers
Min/Max f(xy,x2)

Subject to g(xy,x,) =0

We have already obtained the condition that

99
axl axz a_g

0x2
of
By defining 2 —aa—’;z
dx,
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of
of | 0x2 dg
6x1 a_g axl
axz
We have
We can also
write
Also put

(AT Ty

uls

o &u,el_? ‘?{p-@é

e g
T

%TEWTechﬂd'uﬁ
=0
of 09 _ A
9x1 + Aa_xl =0 Necessary
of 5 conditions for
oxs + Aaxz 0 optimality
g(x1,x3) =0 U
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Lagrange Multipliers £ *
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Let us define
L(xlr xZ)A) = f(xlle) + Ag(xlle)
By applying necessary condition of optimality, we can obtain

L. 0 0 —
Sy,
dx; 0xq 0xq

dL af dg . o
= +A1—=0 —— Necessary conditions for optimality
dx, 0x, d0x-

dL
EY) =g(x1,%,) =0 _
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Lagrange Multipliers

Sufficient condition for optimality of the Lagrange function can be
written as

L(xll leﬂ’) = f(xlle) + Ag(xlixZ)

0%L 0%L 0%L [ 02%L 0%L dg
0x,0x; 0x,0x, 0x10A 0x,0xqy 0x,0x, 0x4
H= 0%L 0%L 0%L o= 0%L 0%L dg
0x,0x; 0x,0x, 0Jx,04 0x,0x1; 0x,0x, 0x,
0L 0’L  02%L a9 99
| 0A0x, 0Adx, OADA | 0xy 0x;

If H is positive definite , the optimal solution is a minimum point
If H is negative definite , the optimal solution is a maximum point

Else it is neither minima nor maxima
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Lagrange Multipliers

Necessary conditions for general problem

Min/Max £

Where X = [x1, X3, X3, oo, X | T

Subject to g;(X)=0 j=123,..,m

L(X1,X5, )Xy, Ay, Ay, A3 e,

Necessary conditions

AR
0x; Jox;

oL _ vy
ar, 9
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An) = f(X) + 41 9:(X) + 1,9,(X), ...,

(AT Ty

U=
e e
T

e uf'rechnd'“@*

AnGm(X)
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Lagrange Multipliers

Sufficient condition for general problem

The hessian matrix is

[ L1

L12
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Lq3 v Lin 911 921
Loz o Lan g1z Y22
Ln3 Lnn gln gln
913 - Yin O 0
923 i G 3
933 .. Ggzn O

9ms3 Yon 0

Im1]

Im2

Imn
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Lagrange Multipliers ;‘C}%
_ %’3- n:;-
Min/Max FXX)  Where X = [y, %5, X3, oo, X, ]7 Further db—dg=0 "
b=dg=S 29
Subject to gX)=bor, b—gX)=0 =dg =, 1a_xi X
1=
Applying necessary conditions » z": 1 0f ]
— —— x.
Adx;
ﬁ_ ,16_‘9 =0 Where, i = 1,2,3,...,n =1 *i
axi axi
d
9f
99 _ 9x, a2y
ox; A There may be three conditions ~db
A7>0 df = Adb
A7 <0
AT=0
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Multivariable problem with inequality constraints

uls

o &u,el_? ‘?{p-@é

e g
T

. . . %TEUJ“J’echnd'u@*
Minimize f(X) Where X =[x, %, X3, ..., X"
Subject to g;i(X)<0 j=123,..,m
We can write giX)+y7 =0

Thus the problem can be written as

Minimize (X

Subject to GXY)=g;X)+y;=0 j=123,..,m

Where Y= [y1, V2, V3, v, Yinl”
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Multivariable problem with inequality constraints o e,

uj =
ﬂ&uel_? ‘?{p-@é
e g
T

Minimize f(X) Where X = [x1, X5, X3, 0., Xp |7
%TEWT!C\'!“&GQ*

Subject to GX,Y)=g;X)+yf =0 j=123,..,m
The Lagrange function can be written as
LY, = fO0 + ) 46T
j=1
The necessary conditions of optimality can be written as

m
oL(X,Y,)) of(X dg;(X
( ) Of( )+ 1. g;( )=o (=123, .7

dx;  d0x; Lu7 ox;
j=1
dL(X,Y, 1) " )
]
JL(X,Y,A) .
ayj :ZAJyJ:O ] = 1,2,3, e, M
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Multivariable problem with inequality constraints

AL(X,Y,1)

Either A=0 or, y;=0
If A;=0, the constraint is not active, hence can be ignored

From equation = 21;y;=0

If y;= 0, the constraint is active, hence have to consider

Now, consider all the active constraints,
Say set J; is the active constraints
And set /, is the active constraints

The optimality condition can be written as

9f (X ag;i(X)
f( )+z/1j J) =0 i=123,..,n
axi 4 axi
JE€1
| €
;%) =0 JE€1
JE

giX)+y7 =0
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Multivariable problem with inequality constraints

af 091 09 093
Ton Mok TRox T T

4ot 2

This indicates that negative of the gradient of the

objective function can be expressed as a linear
combination of the gradients of the active

constraints at optimal point.

—Vf=4Vg+A,Vg,

Let S be a feasible direction, then we can write

—STVf = /115T\7g1 + /‘l,stng

Since S is a feasible direction
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99,
p axi
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i=123
(0 )
f/axl
aof
Vi =1 /axz
f ,
\ /Oan

(AT Ty

A e
%TEUJ‘TLhT\d'u@I
fagj )
axl
ag,-/
Vg =1 0x;, ¢
\ 0xp, )
ifA,4, >0

Then the term STV f is +ve

This indicates that S is a direction of
increasing function value

Thus we can conclude that if

STVg, <0 and STVg, <0

A1, 4> > 0, we will not get any

better solution than the current
solution
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g1(X) =0

Feasible region

Infeasible regio
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Multivariable problem with inequality constraints o e,

The necessary conditions to be satisfied at constrained

=

o &u,el_? ‘?{p-@é
e g
“ah ti'.@_g‘ﬂ’

minimum points X™ are e
of (X dg;(X)
A )+z/1j‘g’—=0 i=123,..,n
axl- 4 Oxi
JE€J1

These conditions are called Kuhn-Tucker conditions, the necessary conditions to be
satisfied at a relative minimum of f(X).

These conditions are in general not sufficient to ensure a relative minimum,
However, in case of a convex problem, these conditions are the necessary and
sufficient conditions for global minimum.
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Multivariable problem with inequality constraints o e,

Pl o7
"’%
oy

hahar e

If the set of active constraints are not known, the Kuhn-Tucker ?"%% i
conditions can be stated as

01X N, 09,00 _

axi 4 J axi
j=1

0 i=123,..,n

—

49; =0
g;<0 b  j=123..m
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Multivariable problem with equality and inequality o e,

constraints

For the problem

Minimize fX) Where X = [x4, x5, X3, ...,
Subject to giX)=0 j=123,..,m
ke (X) = 0 k=123, ..,p

The Kuhn-Tucker conditions can be written as

dg; (X
af(X) 2/1 .g]( ) kahk(X)=O i=123,..
axi axl axi
k=1

Ajgj =0 j =123, ..

9, <0 j=123,..

he =0 k=123, ..

420 j=123,..
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Thanks for your attention
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